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OFFICIAL:Sensitive
Dear Kristine, Pauline and Kerstin,
 
I’m writing to provide you with a final copy of the ACMA’s media article, as well as our key
factsheets ahead of Monday’s proposed report release.
 
I understand Aaron from our media area has provided these documents to Imre and the
Department’s media team. Our media teams are also working closely together to enable all the
relevant documents to be online for Monday’s 8am announcement.
 
We have been liaising closely with the University of Canberra who will release their consumer
research referenced in the report on Monday morning. Our website will link to their research, as
well as being available here. We expect they will do some additional media to publicise their
report.
 
Please don’t hesitate to contact me if you have any queries this afternoon or over the weekend
regarding this announcement.
 
Kind regards
Rochelle
 
Rochelle Zurnamer
Executive Manager
Content Safeguards Branch
_____________________________

Australian Communications and Media Authority

acma.gov.au

Executive Assistant: Patricia Birrane

      

The ACMA acknowledges the Traditional Owners of Country throughout Australia and their continuing
connection to land, culture and community. We pay our respects to Elders past, present and future.
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Release of ACMA’s disinformation report



The Australian Government has today announced its intention to provide the ACMA with new powers to combat harmful disinformation and misinformation. This follows the ACMA’s report on the adequacy of digital platforms’ disinformation and news quality measures. 

The report released today includes an examination into the online disinformation and misinformation environment in Australia and the ACMA’s assessment of the landmark Australian Code of Practice for Disinformation and Misinformation.

ACMA’s report finds that most Australians are concerned about, and have experienced, online misinformation. The propagation of falsehoods and conspiracies undermines public health efforts, impacts businesses, causes harm to democratic institutions, and in some cases, incites individuals to carry out acts of violence.

The digital platform industry in Australia, steered by the industry association, DIGI, navigated a range of complex matters to put in place a voluntary industry-developed code of practice to address this issue.

The ACMA’s report identifies several opportunities for industry to make improvements to the Code and raises concerns regarding the quality of platform reporting and the strength of administrative processes. 

To address these concerns, the government has agreed to ACMA’s recommendations that it continue to play an oversight role and be granted new regulatory powers to bolster the self-regulatory scheme. These powers include information gathering and reserve code making powers. 

In recognition that addressing misinformation is a joint responsibility, an action group will be established to bring together key stakeholders across government and the private sector to collaborate on emerging issues and best practice responses. 

Since the Code commenced, the industry has established a web portal to accept complaints by members of the public who are concerned platforms are not meeting their obligations under the code, appointed an independent assessor to review the members’ activity reports, and appointed a panel to review the code and its administration. The second annual reports on actions taken under the Code are due to be published in May. 

The ACMA will continue to monitor platforms’ measures and the implementation of code arrangements to inform additional advice to government by the end of the 2022-23 financial year.

The ACMA thanks representatives of the platforms, DIGI, broader industry, academics, government agencies, impacted stakeholders and fellow international regulators for their contribution to its report. 

For further information or questions, please contact media@acma.gov.au.
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ACMA misinformation report  
Fact sheet 3: next steps
In response to the ongoing threat of disinformation and misinformation, further work will be undertaken 
throughout 2022 and beyond to implement the ACMA’s 5 recommendations from the misinformation 
report and support industry’s efforts to make improvements to the Australian Code of Practice on 
Disinformation and Misinformation.  


DIGI code review 


Platform reporting


Continued ACMA oversight of the code 


	> 	An initial code review is to be undertaken by 
the code administrator, DIGI, later this year. 
This will be followed by regular code reviews 
at 2-yearly intervals. 


	> DIGI will be seeking input from signatories, 
relevant government bodies, and other key 
stakeholders, such as academics and subject 
matter experts. 


	> We recommended that the ACMA’s findings 
be considered as part of this review. 


	> 	Platforms have committed to providing annual 
transparency reports that detail the activity 
they have undertaken to meet their code 
commitments. 


	> Our report found that the initial set of 
transparency reports was inconsistent and, in 
general, lacked the level of detail necessary to 
benchmark individual platform performance or 
assess the effectiveness of measures.


	> Under the code, signatories are also required 
to develop and implement an agreed format 
and set of guidelines to inform the data and 
other information they must include in all 
subsequent annual transparency reports. 


	> We anticipate work on the agreed format 
and guidelines will be completed ahead of 
signatories’ upcoming reporting period. All 
annual reports are due to be published on 
the DIGI website by late May 2022, and will 
be reviewed and audited by an independent 
reviewer appointed by DIGI. 


	> 	The ACMA will continue to oversee the 
operation of the code and will provide a 
second report to government by June 2023.


	> In coming months, the ACMA will focus 
on testing whether the self-regulatory 
arrangements put in place by the industry 
are effective or whether further actions are 
needed.


	> The ACMA will also continue to undertake 
relevant research to inform government on 
the state of disinformation and misinformation 
in Australia. This research will build on 
the findings in the ACMA’s misinformation 
report and any other developing areas of 
concern within the online misinformation or 
disinformation environment in Australia.
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Scoping new regulatory powers for the ACMA


Misinformation and Disinformation Action Group


	> 	Without significant improvements to platform 
reporting, it will be difficult for signatories to 
verify their progress towards meeting agreed 
code outcomes, and for industry as a whole 
to demonstrate the overall effectiveness of the 
code. Based on the EU experience, greater 
incentives may be required to encourage 
signatories to allocate resources to localised 
reporting.


	> 	To incentivise industry and inform our 
ongoing oversight role, the government has 
agreed that the ACMA will be provided with 
appropriate regulatory powers to oversee 
digital platforms’ activities, including the 
ability to request Australia-specific information 
and data on the steps taken to address 
disinformation and misinformation. 


	> 	There is also a risk of disinformation and 
misinformation on non-signatory services, 
particularly as conspiratorial communities 
seek out alternative platforms to avoid content 
moderation. As the code is voluntary, there is 
currently no mechanism to compel platforms 
to sign up or stop platforms from leaving.


	> The ACMA recommended that government 
should provide it with reserve powers to 
register industry codes, enforce industry 
code compliance and make standards 
relating to the activities of digital platforms. 
These powers would provide a mechanism 
for further intervention if code administration 
arrangements prove inadequate, or the 
voluntary industry code fails. The government 
has accepted this recommendation.


	> 	The ACMA is continuing to work with the 
government on the design, scope and timing 
of these new powers. The ACMA understands 
that stakeholders will have an opportunity to 
review and comment on whether these new 
powers are appropriately targeted and  
fit-for-purpose.


	> Our report notes that collaboration between 
government, industry, researchers and NGOs 
is critical to addressing the issues raised by 
disinformation and misinformation. 


	> That is why we have recommended that 
the government consider establishing a 
Misinformation and Disinformation Action 
Group (MADAG) to support collaboration and 
information-sharing between key stakeholders 
on issues relating to disinformation and 
misinformation. We anticipate this group will 
be stood up in the coming months.


	> This will be separate to the commitment of 
code signatories to convene an annual event 
to foster discussions regarding disinformation 
and misinformation within academia and civil 
society.
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ACMA misinformation report  
Fact sheet 1: key research findings 
In late 2020 and early 2021, the ACMA undertook a mixed-method research project to better 
understand the state of misinformation in Australia and inform its June 2021 report to government. 
This included commissioning consumer research that examined Australian attitudes and experiences 
of misinformation on COVID-19, social media analysis that examined the scale and drivers of online 
misinformation narratives in Australia, and a case study on the financial impacts of misinformation within 
the telecommunications sector. 


Exposure and susceptibility Role of digital platforms


4-in-5 Australian adults have seen 
misinformation about COVID-19, 
with 22% seeing ‘a lot’ or ‘a great 
deal’


Reported exposure to COVID-19 misinformation 
was higher among younger Australians 
(18–25-year-olds), heavy users of digital 
platforms, and those who rely on social media 
as their main source of news.


Most COVID-19 misinformation is 
experienced on larger platforms, 
like Facebook, YouTube and 
Instagram


However, when accounting for the relative 
popularity of each platform, Facebook, WeChat 
and Twitter recorded the highest levels of 
reported COVID-19 misinformation among their 
respective users.


Those who believe COVID 
misinformation have lower levels 
of trust in doctors, health officials 
and other authoritative sources


Survey respondents who disagreed with official 
advice on COVID-19 prevention strategies and 
treatments were less likely than the general 
population to trust scientists, doctors and health 
professionals, and much more likely to trust 
news and information from health and lifestyle 
blogs and news found on social media.


Many Australians are aware 
that platforms take measures to 
address misinformation, but few 
have firsthand experience


Removal of content was the most recognised 
measure (48%), but the least seen or 
experienced (7%). Views were mixed on when it 
is appropriate for platforms to remove content, 
given its impact on free speech. There was lower 
awareness for less interventionist measures, like 
directing users to authoritative sources (34%).


Exposure and susceptibility to 
misinformation varies significantly 
across the community, requiring 
targeted interventions


Older Australians, for example, were less 
confident in knowing whether they had come 
across COVID-19 misinformation, and non-
English speakers were more likely to use social 
media platforms and private messaging apps to 
access the news.


Stricter content moderation on 
large platforms is driving some 
communities to seek refuge on 
smaller, alternative social media 
sites


Within our sample of 200 conspiracy-driven 
Facebook groups and pages in Australia, there 
were 4.5k mentions of moving to alternative social 
networks – such as Telegram, Gab, Parler and 
Rumble.
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Sources and amplification Impacts and harms


A small number of celebrities, 
politicians and prominent 
influencers exert an outsized 
influence over COVID-19 
misinformation narratives in 
Australia


Most online misinformation narratives originate 
from within small, insular communities. This 
content can quickly propagate via local and 
international super-spreaders, who appeal to wider 
audiences and attract broader media attention. 


Online misinformation narratives 
have resulted in a wide range 
of acute and chronic harms, 
including undermining public 
health efforts and eroding trust in 
democratic institutions over time


Examples include the #stopthesteal and Capitol 
riots in the US, and the propagation of anti-vaccine 
misinformation narratives within the Australian 
community. Between January and March 2021, 
following TGA approval of COVID-19 vaccines, 
there was significant growth in the number of  
anti-vaccine posts in our sample.Misinformation narratives often 


originate overseas but evolve 
or adapt to local audiences and 
domestic issues. The confluence 
of conspiracy theories around 
COVID-19 has created multiple 
paths to misinformation


QAnon was the most popular of the 4 COVID-
related misinformation narratives examined, 
representing 31% of posts in our sample. 


There was considerable overlap and increasing 
convergence between narratives, with many 
posts sharing a mix of anti-lockdown, anti-
vaccine, anti-5G and QAnon sentiment.


Australian mobile carriers 
incur millions in unforeseen 
costs directly due to online 
misinformation


Based on the industry data we collected, the 
Australian mobile industry spent an estimated 
$3.1m in 2019 and $7.9m in 2020 as a direct 
result of misinformation about 5G or the 
harms of electromagnetic energy. The largest 
cost category was the repair or replacement 
of damaged property as a result of arson or 
vandalism attacks at mobile sites.


Members of conspiracy-driven 
groups frequently share links 
to ‘evidence’ in support of 
misinformation narratives, 
including articles from 
mainstream news sources


Within our sample of Facebook groups, 
members frequently shared links to articles 
from mainstream Australian news sources, 
such as the ABC or Sky News, either to rebuke 
the reporting or to claim it provided ‘proof’ of 
a misinformation narrative. These groups also 
regularly shared links to alternative, less reliable 
online news sources, and YouTube videos, that 
supported their views. 


76% of Australians believe that 
platforms should be doing more 
to reduce the amount of false or 
misleading information people 
see online


Australians see the issue of misinformation to 
be one of joint responsibility – split between 
individual users (78%), platforms (76%), and 
government (58%). 44% believe misinformation 
is unavoidable and is just something we have to 
live with.
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Methodology


Consumer research study


This study was undertaken by the News and 
Media Research Centre (N&MRC) at the University 
of Canberra. The quantitative component 
consisted of a nationwide representative 
survey of 2,659 adult Australians, undertaken 
between 19 December 2020 and 18 January 
2021. The qualitative component consisted of 
12 focus groups with a total of 60 participants, 
undertaken across February and March 2021, 
with participants recruited based on a mix 
of demographic characteristics, geographic 
locations, and media habits.


Social media content and network analysis


This study was undertaken by creative 
consultancy We Are Social. This project sought 
to examine the scale and drivers of 4 distinct 
online misinformation narratives in Australia (anti-
vaccine, anti-5G, anti-lockdown and QAnon) over 
a 12-month period (April 2020 to March 2021). 
It consisted of an examination of over 60,000 
public conversations across Facebook, Instagram, 
Twitter, YouTube and Reddit, identification and 
analysis of 291 Australian conspiracy-driven pages 
and groups on Facebook and Instagram, and a 
manual review of misinformation narratives on 
TikTok and Telegram. 


This research informed the ACMA’s report to 
government, but will not be made public as it 
contains sensitive information pertaining to public 
figures and user accounts.


Cost impact survey


A cost survey was developed by the ACMA, 
in consultation with the Australian Mobile 
Telecommunications Association (AMTA) and its 
members. The ACMA sought cost information for 
both 2019 and 2020 calendar years from carriers 
for costs directly related to addressing (or incurred 
as a direct result of) 5G or electromagnetic energy 
dis- or misinformation. In April 2021, AMTA 
distributed the final survey on behalf of the ACMA 
and co-ordinated responses from members. 
Telstra, Optus, TPG Telecom and AMTA all 
provided the ACMA with high-level cost inputs, 
allowing us to estimate the financial impact across 
the industry.
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ACMA misinformation report  
Fact sheet 2: code framework 
The ACMA’s misinformation report provides an overview of the Australian Code of Practice on 
Disinformation and Misinformation and an assessment of whether, in our view, it had met the 
expectations set out by the government as at the end of June 2021. 


Our assessment of the code was drawn from submissions to the public consultation, discussions with 
DIGI, code signatories and other key stakeholders, and our expertise in code development. 


Strengths of the code


Weaknesses of the code


	> 	The digital industry has come together to 
develop a single code of practice that should 
promote a uniform and consistent approach 
to dealing with both disinformation and 
misinformation. 


	> 	The code uses an outcomes-based model, 
meaning it can accommodate a range of 
digital platform services and business models.


	> 	The code provides platforms with the flexibility 
to take action that is proportionate to the risk  
of harm. 


	> 	The code is framed to address the Australian 
environment, meaning signatories commit 
to addressing potential harms to Australian 
users.


	> The code seeks to balance platform 
interventions with the freedom of expression 
and speech, the protection of users’ privacy, 
and other rights.


	> The code uses complex definitions and 
technical jargon that may make it unclear to 
users and the general public.


	> The code has only 2 mandatory commitments, 
while the other commitments are opt-in. This 
provides a low minimum standard for collective 
industry action.


	> The definition of ‘harm’ in the code is too 
narrow, with signatories only required to take 
action against content if it is reasonably likely 
to result in ‘serious’ and ‘imminent’ harm.


	> The code excludes some services where 
misinformation or disinformation can 
propagate, such as private messaging 
services. 


	> It is not clear whether issue-based advertising 
is excluded from the code.1  


	> While the code includes example measures 
that platforms can adopt, these would benefit 
from more detail and applying across industry. 


acma.gov.au


1 Issue-based advertising includes sponsored and paid-for content that is intended to bring awareness to, advocate for,  
  or call for action on certain topics that are widely discussed in the public sphere, such as political and social issues.


Key takeaways
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Key areas for improvement


	> 	The code should implement an opt-out 
framework, with platforms permitted to opt-
out of an outcome only if that outcome is not 
relevant to a signatory’s service.


	> 	The harm threshold should be lowered to 
accommodate serious chronic harms.


	> 	Private messaging services should be 
included within the scope of the code as 
these are known vectors of disinformation and 
misinformation. These should be included with 
appropriate caveats on the right to privacy.


	> The code should address transparency in 
issues-based advertising.  


	> 	The code should include industry-wide 
frameworks for developing and implementing 
individual platform measures. These could 
include criteria for assessing harm and news 
quality, processes for collaboration and 
information exchange, and standards for 
recommender systems.


	> 	Signatories should adopt a more uniform 
approach to annual reporting under the code 
to improve transparency over their measures 
and performance. This should include 
establishing KPIs for each outcome, including 
more localised data, and identifying areas for 
improvement.


DIGI’s activity post-ACMA report – governance and complaints


In October 2021, DIGI released details of the code’s governance and complaints-handling arrangements. 


Complaints handling


Independent review of platform reporting


Code governance


	> 	DIGI has established a mechanism for 
receiving and considering complaints from the 
public about code compliance. 


	> 	Complaints about possible breaches by 
signatories of their commitments under the 
code can be lodged on DIGI’s website. 


	> 	Complaints cannot be about specific content 
or accounts on a signatories’ product or 
service. These must be lodged directly with 
the relevant signatory. 


	> 	An independent complaints sub-committee 
will consider unresolved complaints about 
signatory compliance with the code’s 
mandatory commitments (measures to 
address disinformation and misinformation, 
and annual reporting). Current committee 
members are Anne Kruger, Victoria 
Rubensohn and Christopher Zinn.


	> 	Complaints about voluntary commitments will 
be used to identify systemic issues rather than 
assessed individually.


	> 	An independent reviewer – Hal Crawford – 
has been appointed to fact-check platforms’ 
annual reports. The independent reviewer can 
recommend how platforms can improve their 
reporting.


	> 	An administration sub-committee will monitor 
the actions taken by platforms to meet their 
obligations under the code, including under 
the complaints facility and in response to 
independent review of transparency reports.


	> 	A signatory steering group will make decisions 
about code administration matters, enabling 
non-DIGI members to have an equal say and 
separating DIGI’s advocacy work from code 
governance functions.
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